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ASSOCTIATIVE RETRIEVAL BY DYNAMIC TRANSFORMS

In those problems where the number of retrieval operations from memory
exceeds the number of storage operations, extra time can be allowed for
storage if a sufficient time can be saved by associative retrieval. In
this paper a technique is described which uses dynamic transforms to
achieve associative retrieval.

The concept of simultaneously searching a set of stored information

items for a desired word is generally called either associative retrieval,
content addressed, or '"key-to-address transform." Several bibliographies
are available describing earlier work. To graphically demonstrate the
difference in techniques (let us) consider SLIDE 1. Consider the problem
of finding that an item is not in the list. To use sequential searching
requires N retrieval times. To use binary splitting requires logoN. But
to use dynamic transforms requires only "a" which is not a function of N.

Various portions of some problems can be formulated in terms of a set

of records, each of which may have several identifying items called "keys"

| associated with it, as illustrated in Figure 1.2.1. To facilitate record
manipulation the content of a record is represented by the address to

| the actual record where the information relevant to a particular applica-

" tion is stored.

The realization of an associative memory organization is either of the
special circuitry type usually called "content addressable memory" (CAM)
or of the interpretive program type which may be called "algorithmic
associative memory" (AAM). Only the AAM type can be realized on a
general purpose computer equipped with a standard "random access memory"
(RAM).

In AAM systems parallel comparisons with all keys stored is achieved by
using the same searching algorithm. The reference key is the input

data to a program segment which computes an address. The content of the
computed address directly (or indirectly) leads to all of the stored

records which are associated with the reference key. Thus, it is possible
for one key to refer to multiple records and.for one record to be identified
by many keys. The algorithm for transforming a key into an address is
called the "mapping algorithm."

Let us have the next Slide (Figure 1.2.2). To remove the constraint of
| ‘physical adjacency implied in dimension arrays each member of the list
F can contain the address, called a "link", to the next member. A list
constructed with its members linked together is called a "linked list."

The top member (i.e., the member with no predecessor) is the '"head" of the
‘ list and the address stored there is called the '"head link." The terminology
¥ suggests an analogy between a linked list and a log chain. Assuming one
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list member could be stored per memory cell, the memory cells are linked
together like a chain. The relationship of the head link to the succeeding
cells in the chain is illustrated in Figure 1.2.2. Note that this is like
LISP. Although storage is very fast in a simple list system, retrieval
requires a maximum of N list step-and-compare operations, where N is the
number of keys stored. One unit of retrieval time is taken to be the time
needed to extract an element from a RAM, compare it with the reference
key, and perform any necessary list operations. By arranging the list

of kevs in ascending (or descending) order the storage is only slightly
compllcated but retrieval time is improved with binary spl1tt1ng to a
maximum of 1og2N retrieval times.

By introducing a transformation function as the central part of an
algorithmic associative memory, a more direct realization is possible.
Let us assume that the machine representation of each of the N keys is a
positive integer chosen from a larger set of positive integers 1 to M,
where M is the maximum size of any one key. Then if M is smaller than
the maximum available memory working area (IA), a one-to-one linear’
transformation can be made from the reference key to a memory location
in IA which contains a "tag" to identify which member of a simple list
contains the key. 1In practice M is much larger than the tag memory
space (IA) into which the keys are mapped.

First a nonlinear squeezing function is appiied to the key, generating

a new key called (key)', in order to reduce the magnitude as much as
possible without causing a loss of information. Next a linear transform
of the form.

IA(key=(tag width)*(key)' +(threshold of IA) (2.2.3) is performed, where
"tag width" is the number of characters used for a tag in variable word
length computers and "threshold of IA" is the lowest address in the IA
block.

In fixed word length machines the tag width is 1. Usually the threshold
of TA will be the first address above the program area. The significant
feature of this transform is the aspect whlch performs the nonlinear
squeezing.

Let us consider the requirements placed on the squeezing function to
make it most suited for associative memory applications. Since each of
the N keys to be stored associatively comes from a larger class of M
integers, the size of each key must in general be reduced to a smaller
value (key)' such that no two distinct keys have a common (key)'. This
process of reducing the key size unambiguously is called "squeezing",
and the set of keys thus uniquely transformed is said to be ''mapped."
Since the (key)' value is used in the above equation (2.2.3) to compute
an address, the maximum size of the tag memory required is proportional

to the largest (key'!'. Thus, minimizing the maximum (key)' conserves memory

space.

(continued)
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There are many possible functions which will squeeze a set of scattered
integers. Typical of these are number system conversions, weighted
column transforms, and modulus arithmetic.

In order for the system to be considered associative in the practiceal

sense of the word, the fetching time must be small. This implies that,

with a general purpose computer, the calculations necessary for squeezing
must be few and simple. The requirement to maintain unambiguity during
storage implies that the squeezing function must have at least one parameter
to adjust. The number of store operations required to store uniquely all

N input keys is taken as the "time" (t) for storage. The ratio of the
number of input keys to the tag memory required is defined as the tag
efficiency (v). Thus,

v = N/IA. (2.3.1)

The ratio of the storage time to the tag efficiency is taken as a rough
figure for the cost (c):

c=t/v. (2.3.2)

The transform which meets the above requirements and minimizes the cost (c¢)
is considered the best squeezing function.

Of those studied the most promising was the modulus arithmetic transform.

Modulus arithmetic refers to arithmetic operations in number systems
manipulating the integer remainder after division. TFor example, an
integer i is said to be congruent to another integerj“modulo” k, denoted
by:

i = j{mod k)

if the remainder of the division i/k is the same as the remainder of the
division j/k.

Certainly the size of a key is reduced if
(key)' = key(mod MM) (2.4.2)

where MM is less than key. Thus, we have a candidate for a squeezing
function. By allowing MM to be a variable, a "dynamic transform function”
is available. For identification purposes a mapping algorithm using

this transform is referred to as a "variable modulus-transiorm.!

As new keys are added to the list to be associatively stored, the value
of the divisor (MM) is changed from one value to another as necessary
in order to map all N keys uniquely. A sequence of divisors which will
map all possible combinations of N keys out of M positive integers is
said to "converge." To illustrate the manner in which the argument of



the variable modulus-transform is changed, an example is given in

Figure 2.4.3 which uses a sequence of prime numbers for trial divisors

in storing a particular set of 17 keys, where each key is its own record.
The sequence of divisors used for this particular example where N=17 and
M=99, is shown above a set of columns of residues generated for each input
member until an ambiguity resulted disqualifying that trial divisor. Con-
vergence is indicated in Figure 2.4.3 by a solid line tracing the success-
fully stored keys of the ordered input list. In this example 41 is the
first successful divisor and seven trials were required before it was
found. Suppose it is desired to retrieve key 47. First (key)' is
computed giving 47 mod (41) = 6. From the IA area (not shown) the tag

is found to be 16. Thus the sixteenth key is 47.




Evaluation

To determine an optimum between memory required and storage time required
a study of divisors was made.

The decision as to what value the divisor should be must be made external
to the variable modulus-transform. Once a divisor has been found which
will successfully map a given list of N keys, it need not be changed until
more keys need to be recorded giving a new value of N. The successful
divisor is determined by sequentially trying a set of divisors one at a
time until all N keys can be mapped uniquely. In this sectic

are developed for choosing the first divisor so as to minimize the cost
of the recording operation.

— T+ At o~
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The results are displayed on the next slide (3.1.18),
Note optimum locus implied for first guess. Now that for second guess?
Similarly the expected space (s.) is computed by

Se = 5 MM j‘p(dj) (3.2.8)

where the same upper limit is determined by the number of trials to

get p=l.

The results for several combinations (N,M) are summarized in Figure 3.2.9
as a poly-parameter two-dimensional representation of the expected space,
Ses as a function of the combination (N,M). At each coordinate box
located by (N,M) the value of (s.) is given for each of the sequences

tried. Note the increasing treqd.

Similarly, the expected cost (ce) for various combinatioms (N,M) are
dwsplayed in Figure 3.2.10 for each of the sequences tried. As would

be expected for a”y row (i.e., N), the cost increases with increasing M
for all ways of choosing sequences; and, similarly for any column (i.e.,M),
the cost increases with increasing N. It is significant that no general
advantage is obtaired from either the "prime way" (i.e., the next divisor
is the next prime number) or the "L-way" (i.e., the next divisor is

chosen when L is zero or one), where

L = M-MM-X (3.2.11)

every other integer
p 2 way), shows a
siizht advantage over z sequence of successive int >s. The "skip 1 way"
is & continuous sequence of successors starting wit: N+1. The difference
tetween the "skip 1 way" and the successors is dl*ectly accounted for by
the better cnoice of the first divisor.

as might be expected. TFor larger values of N s
and genera:ing the sequence N+2, N¥&4, <--M (i.e.,

o

(continued)
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For worst case considerations (let us) consider the next slide (3.3.1).

Now consider the question of what problem solving capability does such a
function give?

Compactly stated, it allows a high level language in Information Retrieval
to have a very direct translation. Consequently, .onsiderable saving
in searching time is realized.

48]

To obsexrve some features of the language referred to, let us consider the
next siide {(4.2.3). XNote that hierarchy of operators is allowed. Each
source statement is shoewn with an intermediate output in a Polish string.

The intermediate output is then input to an IR interpreter, as shown in
the next slide. The IR system ocutput is shown at the bottom. The output
format is the same as the input so that a user can return those statements
which will update the system.



Conclusions

The realization of associative memory technigues on conventional digital
computers is demonstrated using only a single search cycle which allows
for computing an address and binary comparison. A class of dynamic
functions which utilize the apriori information available during the
recording operation is evaluated. The flexibility of az trade-off between
program running time and computer memory is illustrated. A comparison

of various associative memory organizations is made by considering appli-
cations to the field of information retrieval.

e feasibility of a real-time informz system i1s demonstrated.
Both the input and output of such z sy d to conform to the

i losed ‘ structure of the syntax
r

allows three types of associative ope RECORD a given record
S5

with a Boolean "OR" expression of asso IRASE a record
from association with each one of 2 Zo es

sion of keys, and
colean expression {any logical

3. RETRIEVE all records associate B
parenthetical expressions) of

el
combination of "AND", U“OR", "AND XNOTY, an
keys.
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Example of 5 records to be recorded associatively
which are designated by subscripted (A's) each followed
by the keys (K's) with which it is associated.
the 5 groups of adjacent boxes represent collections of

information which may be assumed to be available in the

application concerned.

Figure 1.2.1

Ay |Ky | K3 | K5 K7 | Kq
g |k | X35 | Ky

Ay |%5 |k, | X5 |X

Ay | g

Ay | XKy | K3 | Ko

Each of



Sequential 1ist of Distributed cells from avail-
cells containing able storage with a record
keys and head links and a link to the next cell

L
(1] In /
A
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“ - L Ag | Ix
2 ) - = -
A ‘ L5 | L7
X L 1
p) 4 \ //
A 1L A
Ky ] Ing i s 2
X Ag | Iy [Al
5] o
A ¥
7
Ke | Iys A
/ R —e
| K71 Tna A7 |I1s e
T {716
Kg| Ing /V-T Ay

K

49
9] s //rﬂ'z

The simple list implementation shows reorganizetion of
the example in Figure 1.2.1. Each "L;" is a 1link designating
the RAM location of the next cell. Diagrammatically a
curved zrrow points to the next cell in the chain as desige~
nated by the link in the preceding cell. ZEFach chain of
cells is Terminated by a blank label.

Figure 1.2.2

Simple List Implementation



Divisor

kKey | 17 19 23 29 31 37 &
1 1

2 2

4 4

9 9

14 | 1

15 | 15]

16 | 16

18 1 18

20 1 |/

23 0 23

26 3 26

27 27

30 1y 3ol

38 7, i/ =8
; AR
47 6
99 17

Figure 2.4.3

Prime Divisors Sequence Used
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’ . FIGURE 44247
- . INPUT STATEMENTS WITH POLISH OUTPUT UF TRANGLATUHX
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